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Welcome to the Sentinel Innovation 
and Methods Seminar Series 

The webinar will begin momentarily.

Please visit www.sentinelinitiative.org for recordings of past sessions and 

details on upcoming webinars.

Note: closed-captioning for today’s webinar will be available on the recording posted at the link above.

https://www.sentinelinitiative.org/
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FDA Sentinel, VA ORD & HSR&D, NIH NHLBI & NIDDK, NIH-VA-DoD Joint 
funding, and a medical device public-private partnership (NESTcc [FDA U01])

• This work was supported by Task Order 75F40119F19002 under Master 
Agreement 75F40119D10037 from the U.S. Food and Drug Administration 
(FDA).

• The views expressed in this presentation represent those of the presenter and do 
not necessarily represent the official views of the U.S. FDA.
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What is Sentinel?
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Establishment of a 
post-market risk identification and 

analysis system 

Slide courtesy of Rishi Desai: https://www.govinfo.gov/content/pkg/PLAW-110publ85/pdf/PLAW-110publ85.pdf
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FDA’s Sentinel System

• 2007 FDA Amendments Act 
mandates FDA to establish 
active surveillance system 
for monitoring drugs using 
electronic healthcare data.

• Through the Sentinel 
Initiative, FDA aims to assess 
the post-marketing safety of 
approved medical products.

Slide courtesy of Rishi Desai
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Sentinel Distributed Database (SDD)

• 463.3 million unique patient 

identifiers (2000-2023)*

• 112.9 million members 

currently accruing new data

• 19.7 billion pharmacy dispenses 

• 20.2 billion unique medical 

encounters

*Potential for double-counting if individuals moved 
between Data Partner (DP) health plans.

Slide courtesy of Rishi Desai
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Active Risk Identification and Analysis (ARIA) 

Serious Safety 

Concern

Sentinel ARIA 

Sufficient?

Sentinel ARIA Analysis

Postmarket Required Study 

(PMR)

NO

YES

Related ARIA Study

Observational 

Study

Slide courtesy of Rishi Desai
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ARIA Insufficiency

Maro et al. CPT. 2023 Slide courtesy of Rishi Desai
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Reasons for ARIA Insufficiency 

Slide courtesy of Rishi Desai
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Sentinel Innovation Center Vision

Inability to identify certain 
study populations of interest 

from insurance claims

Inability to identify certain 
outcomes of interest from 

insurance claims

Other limitations
(inadequate duration of 
follow-up, the need for 

additional signal 
identification tools)

Current Sentinel System 
Limitations

Sentinel Innovation Center 
Initiatives

Data Infrastructure Feature Engineering

• Emerging methods including 
machine learning and scalable 
automated natural language 
processing (NLP) approaches 
to enable computable 
phenotyping from 
unstructured EHR data

Causal Inference

• Methodologic research to 
address specific challenges 
when using EHRs such as 
approaches to handle missing 
data, calibration methods for 
enhanced confounding 
adjustment

Detection Analytics

• Development of signal 
detection approaches to 
account for and leverage 
differences in data content and 
structure of EHRs 

A query-ready, 
quality-checked 
distributed data 

network containing 
EHR for at least 10 
million lives with 
reusable analysis 

tools 

Sentinel 
Innovation Center 

Vision

2020 2024

Desai et al.npj Digital Medicine (2021) 4:170
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Artificial Intelligence (AI) in Healthcare
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Artificial Intelligence Timeline

1955 1958 1970 1975 1985 1990 2000’s 2010 2015 2020

August 31, 1955
BIRTH OF AI: 
DARTMOUTH CONFERENCE

2012-2020
Big Data & AI 

Boom
~1967-1970

First AI 
“Winter”

1980’s
Rise of 

the 
Expert 

Systems

1987-1993
Second 

AI 
“Winter”

2000-2006
Deep 

Learning

1958
First Expert 

System

1959
First Neural 

Representation 
(Perceptrons)

1974
Medical Expert 

Systems 
(MYCIN, Iliad, etc)

1980’s
Practical 
Artificial 
Neural 

Networks

1997
AI Beat Chess 

Champion

2017
AI Beat Go 
Champion

2012
DEEP LEARNING WON DRUG 
DISCOVERY CHALLENGE

2024

2012-2020
Rise of Large 

Language Models

2022
ChatGPT 3.5
Release Date
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Promise of Artificial Intelligence & Machine Learning

https://capx.co/artificial-intelligence-could-be-the-radiologist-of-the-future/

Ambient AI

In 2018, first Software as a Medical 
Device AI approved by FDA to not 
require physician interpretation.

Clinical Decision Support

Autonomous AI

Drug Discovery

Imaging Processing

CDS: Bleher H, Braun M, AI and Ethics, Jan 2022, DOI:10.1007/s43681-022-00135-x, autonomous AI: Abramoff MD, et al.  Retina 10/2016. 
https://iovs.arvojournals.org/article.aspx?articleid=2565719
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Gartner Hype Cycle for Artificial Intelligence

2019 2023

Deep Learning

Machine Learning

Natural Language
Processing

Generative AI
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Numerous Potential Applications of Large 
Language Models (LLMs)
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Timeline & Key Technologies for LLMs

1995 / / 2009 2014 2019 2020 2021 2022 2023 2024

2010
ReLu

(Vanishing
Gradient
Solution)

2013
Word2Vec

2017
Transformer

Models

1997
Long Short-Term

Memory 

2018
Embeddings

From 
Language

Models

2018
BERT

Transformer

2019
GPT-2 (1.5B)

2025

2018
GPT-1 (117M)

2020
GPT-3 (175B)

2022
GPT-3.5 (175B)

2023
GPT-4 (1.76T)
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Long Short-Term Memory (LSTM)
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Word2Vec

https://www.analyticsvidhya.com/blog/2017/06/word-embeddings-
count-word2veec/

https://www.kdnuggets.com/2018/04/implementing-deep-learning-methods-feature-engineering-text-
data-cbow.html

https://arxiv.org/pdf/1301.3781.pdf
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Transformer

https://arxiv.org/abs/1706.03762
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Large Language Models 

Corpus of 
Textual 

Knowledge Pattern 
Recognition

Predicted
Text

Language ModelUnlabeled

Domain 
Specific 
Corpus Pattern 

Recognition

Labeled

Predicted
Domain 
Specific 

TextTuning Output

“Base Model”

“Fine-Tuned Model”

Examples of LLMsLLM Generation and Operation

These are instances of what is 
known as Generative AI, which 

are a class of algorithms that can be 
used to create new content, 

including audio, code, images, text, 
simulations, and videos.
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LLM Diversity & Growth of LLM Parameters

https://www.researchgate.net/publication/373642018_Large_language_models_in_medicine_the_potentials_and_pitfalls
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Zero Shot & Few Shot Learning

https://saturncloud.io/blog/breaking-the-data-barrier-how-zero-shot-one-shot-and-few-shot-learning-are-transforming-machine-learning/
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Retrieval Augmented Generation

https://www.promptingguide.ai/research/rag
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Retrieval Augmented Generation

https://www.promptingguide.ai/research/rag
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Recent LLM Iterations & Adaptations for Healthcare
Medical LLMs: Med-PaLM and Med-PaLM2 were trained and fine-tuned using various prompt tuning 
strategies on medical datasets. NYUTron and GatorTron, have also trained LLMs on EHR text data from 
healthcare systems

https://www.nature.com/articles/s41746-023-00958-w
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Opportunities & Challenges in the Use 
of Large Language Models in Medical 
Product Safety Surveillance
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Importance of AI In Medical Product Safety

https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-
use-of-artificial-intelligence/

… support … AI tools for … real-world 
evidence programs, population health, 

[and] public health

Executive Order October 30, 2023
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Opportunities for LLMs in Post-Market Surveillance
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Important Data Sources for Post-Market Surveillance

Electronic Health Records (EHR)

Publicly Available
Content on the 

Internet

Vital
Statistics

Medical Claims
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Adverse Event (AE) Detection

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0300919
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Probabilistic Computable Phenotyping 

What do we mean by probabilistic computable phenotyping?

• An attempt to accurately identify a health condition of interest from healthcare 
data using combination of various sources of information eg diagnosis codes, 
procedures, medications, symptoms in physician notes (aka “features”)

• For many conditions, complex algorithms are needed to integrate various 
sources of information to assign probabilities of having the condition of interest 
in a patient given her profile

• When these algorithms are created, we typically need to validate our 
predictions against some “gold-standard” truth to determine the best approach

Slide courtesy of Rishi Desai
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High Throughput Phenotyping

Zhang et al. Nat protocols. 2019 
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LLMs Facilitate Generation of EHR Phenotyping Algorithms

https://pubmed.ncbi.nlm.nih.gov/38196578/   MedRxIV not Peer Reviewed, Yan, Chao, et al, Wei, Wei-QI

https://pubmed.ncbi.nlm.nih.gov/38196578/
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LLM Clinical Text Summarization

Clinical Text Summarization: Adapting Large Language Models Can Outperform 
Human Experts | Research Square

https://www.researchsquare.com/article/rs-3483777/v1
https://www.researchsquare.com/article/rs-3483777/v1
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But What About the Challenges?
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Careful Prompt Engineering – A New (Complex) Domain
In General LLM Use:

Large and growing array of techniques and considerations for prompt 
engineering:

• New Tasks Without Extensive Training

• For Reasoning and Logic

• To Reduce Hallucinations

• Knowledge-Based Reasoning and Generation

• Understanding User Intent

  and many more…

In Medical Product Surveillance:

Important to carefully generate prompts to ensure that the LLM 
extracted relationships are:

• temporally accurate (i.e., exposure before adverse event) 

• focus on eliciting highly specific responses since ambiguity in 
clinical text is common 

• (e.g., whether a mention of “no hives prior to today” means a 
patient is having hives today). 

https://arxiv.org/abs/2402.07927
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Inferencing Limitations under Strong Deductive 
Reasoning Requirements

https://arxiv.org/abs/2309.05452
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Challenges Regarding Patient Protected Health 
Information
Limitations in use of cloud computing and API-based solutions (Chat-GPT, BARD) 
because of uploading data, requires enclosures & agreements between vendors and 
healthcare data owners

2302.00539.pdf (arxiv.org)

Even with Differential Privacy, Masking, and PII Removal from training sets, risk of PII 
leakage under adversarial attack of LLM – requires careful consideration of release of any 
LLM trained with medical data

https://arxiv.org/pdf/2302.00539.pdf
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LLM Hallucinations : Clinical Example

2307.15343.pdf (arxiv.org)

https://arxiv.org/pdf/2307.15343.pdf
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LLM Hallucinations : Clinical Example

2307.15343.pdf (arxiv.org)

https://arxiv.org/pdf/2307.15343.pdf
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Continuous Learning and Changes in 
Performance Over Time

Continual evolution of LLMs create 
variation in accuracy.

Performance on 8 key prompts 
changes over time in 2023, some 
improving and some worsening.

Chen L, Zaharia M, Zou J.  arXiv. https://doi.org/10.48550/arXiv.2307.09009

https://doi.org/10.48550/arXiv.2307.09009
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We Have a Long Way To Go!
Literature Review of Current LLM Evaluations 

Personal Communication Nigam Shah (in submission)
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Conclusions

• LLMs are an amazing new technology with rapid growth and evolution of capacity and reach

• Key Opportunities in Medical Product Safety Surveillance

• Adverse Event Detection

• Probabilistic Phenotyping

• Information Synthesis

• Key Challenges In Safe & Effective Use

• Lack of Evaluation for Medical Product Surveillance

• Complexities of Prompt Engineering

• Hallucination Risk (False Positives)

• Evolving Models over Time Challenge Stable Performance Estimates
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Thank You

Michael Matheny

For more information contact:   

michael.matheny@va.gov 

michael.matheny@vumc.org

@MichaelEMatheny
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