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Disclaimer

The views and opinions expressed in the following PowerPoint slides are those of 
the individual presenter and should not be attributed to DIA, its directors, officers, 
employees, volunteers, members, chapters, councils, Communities or affiliates.

This presentation is incomplete without accompanying verbal commentary.
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The FDA Sentinel System
Darren Toh, ScD

DPM Endowed Professor
Department of Population Medicine

Harvard Medical School and Harvard Pilgrim Health Care Institute
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https://www.govinfo.gov/content/pkg/PLAW-110publ85/pdf/PLAW-110publ85.pdf
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https://www.govinfo.gov/content/pkg/PLAW-110publ85/pdf/PLAW-110publ85.pdf

Establishment of a 
postmarket risk identification and analysis system 
to link analyze safety data from multiple sources
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https://www.sentinelinitiative.org/about
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Collaborating Institutions

• Brigham and Women's Hospital: Division of Pharmacoepidemiology 
& Pharmacoeconomics in the Department of Medicine

• Carelon Research/Elevance Health

• CVS Health (Aetna)

• Duke University School of Medicine, Department of Population 
Health Sciences (Medicare Fee-for-Service and Medicaid data)

• Harvard T.H. Chan School of Public Health 

• HCA Healthcare

• Health Partners Institute 

• HealthVerity 

• Humana Healthcare Research 

• Kaiser Permanente Colorado

• Kaiser Permanente Hawaii

• Kaiser Permanente Mid-Atlantic

• Kaiser Permanente Northwest

• Kaiser Permanente Washington 

• Marshfield Clinic Research Institute

• Merative 

• Meyers Health Care Institute

• Optum 

• TriNetX

• University of Florida College of Pharmacy, Department of 
Pharmaceutical Outcomes and Policy

• University of North Carolina Gillings School of Global Public 
Health

• University of Pennsylvania Perelman School of Medicine, Center 
for Clinical Epidemiology and Biostatistics 

• University of Washington School of Public Health

• Vanderbilt University Medical Center (Tennessee Medicaid data)

Sentinel Operations Center Lead: Harvard Pilgrim Health Care Institute
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Individual data partners Data standardization

Site 1

Site 2

Site 3

Site 4

Site 1 Site 2

Site 3 Site 4
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https://www.fda.gov/downloads/drugs/guidances/ucm243537.pdf
https://www.fda.gov/media/152503/download
https://www.sentinelinitiative.org/sites/default/files/data/distributed-database/Sentinel_DataQAPractices_Memo.pdf

https://www.fda.gov/downloads/drugs/guidances/ucm243537.pdf
https://www.fda.gov/media/152503/download
https://www.sentinelinitiative.org/sites/default/files/data/distributed-database/Sentinel_DataQAPractices_Memo.pdf


14Sentinel Initiative |



15Sentinel Initiative |



16Sentinel Initiative |



17Sentinel Initiative |* Among individuals with both medical and drug coverage

463 million 
unique patient 

identifiers 
(2000-2023)

8 million 
deliveries with 

mom-baby 
linkage

20 billion 
medical 

encounters*

113 million 
members 
currently 

accruing data*

20 billion 
pharmacy 

dispensing*

1.1 billion
person-years 

of data*
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Table DP Count Member Count Record Count
Laboratory Results 11 99,358,668 8,857,509,772
Vital Signs 7 10,636,075 368,812,494
Prescribing 3 3,271,299 162,101,760

Vital Sign Member Count
Diastolic Blood Pressure 6,253,679
Systolic Blood Pressure 6,254,628
Weight 6,416,934
Height 5,942,271

Members with Medical and Drug Coverage who Have at 
least One Vital Sign Measurement, by Vital Sign Measure
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https://www.accessdata.fda.gov/drugsatfda_docs/appletter/2019/211801Orig1s000ltr.pdf

Conduct studies for safety concerns that arise during the 
review of an application for a new drug or biologic
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Examine medication safety during pregnancy
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https://dailymed.nlm.nih.gov/dailymed/lookup.cfm?setid=02e96a51-1d56-460c-8c20-3d6f37e0ce46

Inform label change
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https://wayback.archive-it.org/7993/20170112031650/http:/www.fda.gov/Drugs/DrugSafety/ucm326580.htm
Southworth et al. N Engl J Med 2013;368:1272-1274

Contribute to FDA Drug Safety Communication
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Generate timely evidence during pandemic
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https://www.fda.gov/news-events/fda-voices/fda-budget-matters-cross-cutting-data-enterprise-real-world-evidence
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https://www.sentinelinitiative.org/about/sentinel-structure
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https://www.sentinelinitiative.org/sites/default/files/documents/IC-Master-Plan_Updated_0.pdf
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Inability to identify certain 
study populations of interest 

from insurance claims

Inability to identify certain 
outcomes of interest from 

insurance claims

Other limitations
(inadequate duration of 
follow-up, the need for 

additional signal 
identification tools)

Current Sentinel System 
Limitations

Sentinel Innovation Center Initiatives

Data infrastructure (DI) Feature engineering (FE)

• Emerging methods including 
machine learning and scalable 
automated natural language 
processing (NLP) approaches to 
enable computable phenotyping 
from unstructured EHR data

Causal inference (CI)

• Methodologic research to 
address specific challenges 
when using EHRs such as 
approaches to handle missing 
data, calibration methods for 
enhanced confounding 
adjustment

Detection analytics (DA)

• Development of signal detection 
approaches to account for and 
leverage differences in data 
content and structure of EHRs 

A query-ready, quality-
checked distributed 

data network 
containing EHR for at 
least 10 million lives 

with reusable analysis 
tools 

Sentinel Innovation 
Center Vision

20242020
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Priorities Year 1 Year 2 Year 3 Year 4 Year 5
Master plan Master plan refinement 

Data 
infrastructure

(8)

Feature 
engineering

(4)

Causal 
inference

(4)

Detection 
analytics

(2)

Evaluating targeted learning in EHR data (CI1)

Horizon scan (DI1)

Representing unstructured 
data in CDM (DI2) 

Source data mapping (DI3)

Harmonizing EHRs (DI4)

Causal inference framework (CI2)

Computable phenotyping framework (FE1)

Scalable NLP (FE2)

Probabilistic phenotyping of incident outcomes (FE3)

Automated approaches to leverage EHRs for 
Sentinel (FE4)

EHR detection analytics 
review (DA1)

Onboarding EHR data partners (DI6)

Innovation 
incubator

(1)

Data Sandbox Discovery 
Phase

Death index (DI5)

Development network (DI7)

FHIR preparedness White paper*

Missing data toolkit (CI3)

Empirical evaluation of detection analytic 
methods using EHRs (DA2)

*ASPE supported project

Subset calibration (CI4)
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https://www.sentinelinitiative.org/methods-data-tools/methods/sentinel-innovation-center-request-proposal-feature-engineering
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MOSAIC-NLP
Multi-source Observational Safety study for Advanced 

Information Classification using NLP

Dena Jaffe, PhD

Dena.Jaffe@oracle.com
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• Sarah Dutcher, Epidemiologist

• Jummai Apata, Epidemiologist

• Robert Lim, Medical Officer

• Jie (Jenni) Li, Epidemiologist

• Jamal Jones, Epidemiologist

• Yong Ma, Biostatistician

• Tiffany Austin, Project Manager

Project Team

• Elise Berliner, Principal 
Investigator

• Dena Jaffe, Principal 
Investigator, Epidemiologist

• Jenny Cai, Project Manager

• Sonam Lama, Project 
Manager

• Nathan Vavroch, Data 
Strategist

• Mike Jones, Data Strategist

• Vineela Kommuri, Senior 
Data Engineer

• Sravan Kumar Burla, 
Software Engineer

• Bridget Balkaran, Lead 
Biostatistician

• Austin Yue, Biostatistician

• Kyla Finlayson, 
Biostatistician

• Stacey Purinton, Data 
Manager

• Rob Taylor, Data Manager

• Eliza Celenti, Medical Writer

• David Talby, CTO

• Ace Vo, Project Manager

• Hasham UI Haq, Lead Senior 
NLP Data Scientist

• Veysel Kocaman, Data Scientist

• Gursev Pirge, Data Scientist

• Ahmet Emin Tek, Data Scientist

• Andrei Marian Feier, Clinical 
Annotation Lead

• Denisa Popa, Data Annotator

• Aleksei Zhakarov, Annotator

• Jay Gil, Annotator

• Zhenya Nargizyan, Annotator  

• Jiri Dobles, Project Manager

• Michael Wechsler, 
Pulmonologist

• David Beuther, 
Pulmonologist

• Pearlanne Zelarney, 
Research Informatics

• Alicia Mitchell, Developer

• Sarah Rhoads, Pulmonologist

FDA

Sentinel Operations 
Center/Harvard

Mass General Brigham

National Jewish Health

Children’s Hospital 
of Orange County
• Louis Ehwerhemuepha, 

Clinical Data Scientist

• Hoang Nguyen, Psychiatrist

• Michael Chu, Psychiatrist

• Heather Huszti, 
Psychologist

• Olga Guijon, Pediatrician 
and Asthma specialist

John Snow Labs

Kaiser Permanente 
Washington Health 
Research Institute

• David Carrell, NLP Expert 
Consultant

• Meighan Driscoll, Program 
Manager

• Kimberly Gegear, Project 
Manager

• Darren Toh, Co-
investigator, 
Pharmacoepidemiologist

• Jenna Wong, 
Pharmacoepidemiologist

Cerner Enviza, an 
Oracle Company

• Richard Wyss, Co-
Investigator, Epidemiologist

• Jie Yang, Principal Investigator

• Rishi Desai, Operations Chief

• Josh Lin, Epidemiologist
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Use of Natural Language Processing in a Pharmacoepidemiology Study: 

The Examination of Neuropsychiatric Events and Incident Use of 

Montelukast Among Patients with Asthma

To demonstrate…in a pharmacoepidemiology study

Value
of using claims and EHR 

(structured/semi-
structured/unstructured)

Scalability
of an NLP model for 

clinical notes across the 
Oracle EHR RWD ~120 

healthcare systems

Transportability
of trained and tuned NLP 
models in 2 external EHR 

datasets
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Montelukast, a leukotriene-modifying agent (LTMA) is 
US guideline recommended for the treatment of 
asthma for all ages

• FDA approval in 1998
• In 2008 FDA warned of reports of suicidality and 

neuropsychiatric event associated with montelukast 
• In 2020 FDA issues a Boxed Warning of neuropsychiatric 

adverse events based on expert panel determination as 
RWE was equivocal

• Sansing-Foster et al 2021 (Claims; Sentinel)
• Paljarvi et al 2022 (EHR)

Case for Action
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MOSAIC-NLP

Study design: Retrospective cohort study

Study data: EHR-claims linked data (2015-2022)

Study cohort: Patients with asthma newly initiating montelukast or inhaled corticosteroids

Study outcomes: Neuropsychiatric events

Data source

Study stage
Cohort Covariates Outcomes

Study 1 EHR-s/us + claims Claims Claims

Study 2 EHR-s/us + claims EHR-s + claims EHR-s + claims

Study 3 EHR-s/us + claims EHR-s/us + claims EHR-s/us + claims

Value
of using claims and EHR 

(structured/semi-
structured/unstructured)
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• 200 million patients

• Closed medical and pharmacy claims 

 Commercial

 Medicare Advantage

 Medicaid Managed Care

• National representation

Claims

South
EHR RWD 26%

US Census = 38%

West
EHR RWD 30%

US Census = 24%

Midwest 
EHR RWD 26%

US Census = 21%

Northeast
EHR RWD 18%

US Census =17%

0%

4%

8%

12%

16%

0-9 10-19 20-29 30-39 40-49 50-59 60-69 70-79 80+

EHR RWD US Census

Age

EHR Oracle RWD

972M
outpatient encounters

56M
inpatient encounters

125M
emergency encounters

105 million patients

LNH member healthcare systems

 Pediatric hospitals

 Critical access hospitals

 IDN

 Acute care hospitals

 Physician groups

of an NLP model for 
clinical notes across the 
Oracle EHR RWD 100+ 

healthcare systems

MOSAIC-NLP

Study cohort: 109,076 patients

Healthcare systems: 119

Clinical notes: 17+ million
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Considerations for NLP Entity Extraction at Scale

• Acceptable level of de-identification
• Separate workspace

De-identification of notes

• Sampling frame – healthcare system, age, note type

Training set

• Outcomes – boxed warning
• Covariates
• Rare entities/events
• Questionnaires (semi-structured data)

Entity identification
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Considerations When Creating Training Dataset for Annotation

Healthcare 
system

Cannot assume EHR features are similar 
across healthcare systems or facilities

• Copy-pasting in notes
• Templates
• ‘Required’ fields
• Use of EHR platform for note taking
• Use of decimal points

Age group

Treatment and care differ for children 
and adults

• Diagnoses
• Symptoms
• Concerns
• Treatment 

Note type

Variability between note type content 
and value
• Facility (ER vs clinic)
• Physician type (psychiatrist vs GP)
• Discharge note vs progress note…
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Neuropsychiatric Events
FDA’s Boxed Warning
• Agitation, including aggressive 

behavior or hostility 

• Attention problems 

• Bad or vivid dreams 

• Depression 

• Disorientation or confusion 

• Feeling anxious 

• Hallucinations

• Irritability 

• Memory problems 

• Obsessive-compulsive symptoms 

• Restlessness 

• Sleepwalking 

• Stuttering 

• Suicidal thoughts and actions 

• Tremor or shakiness 

• Trouble sleeping 

• Uncontrolled muscle movements 

Hospitalization/ER 

OR

Diagnosis AND Treatment
 Depression

 Self harm

 Psychotic disorder

Mood disorder

 Anxiety disorder

 OCD

Manic or bipolar disorder

 Personality disorder

Hyperactivity or aggressive behavior or harm

Treatment for sleep disorder diagnosis
 Insomnia

Hypersomnia

 Circadian rhythm disorder

 Parasomnia

Movement disorder

 Other undefined sleep disorder

Structured Data 
 Aggressive behavior or hostility
 Agitation
 Attention problems 
 Bad or vivid dreams 
 Depression 
 Disorientation or confusion
 Dream abnormalities 
 Feeling anxious 
 Hallucinations
 Irritability 
 Memory problems 
 Obsessive-compulsive symptoms 
 Restlessness 
 Sleepwalking 
 Stuttering 
 Suicidal thoughts and actions 
 Tremor or shakiness 
 Trouble sleeping 
 Uncontrolled muscle movements 

Unstructured Data 
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Taxonomy: 54 Named Entities
Drugs

Neuropsychiatric Symptoms and Disorders

Sleep Disorders SDOH

Current Health Status

Respiratory Symptoms/Disease

Utilization

Disease Severity and Control

Test Results
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Entity – Example of Decisions

Clinical text: Persistent Depressive Disorder = Depression?

Clinicians “No” 
Two different clinical 

entities

As an outcome persistent depressive disorder 
would not be ‘caused’ by the exposure

As a covariate persistent depressive disorder 
could be a moderator
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Entity – Example of Decisions

Clinical text: Persistent Depressive Disorder = Depression?

Clinicians “No” 
Two different clinical 

entities

As an outcome persistent depressive disorder 
would not be ‘caused’ by the exposure

As a covariate persistent depressive disorder 
could be a moderator

Annotation 
Options

Persistent depressive disorder = depression

Persistent depressive disorder new entity
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Entity – Example of Decisions

Clinical text: Persistent Depressive Disorder = Depression?

DECISION
 Rare

 Clinicians noted the variability of 
using ‘official’ DSM diagnoses by 
physician type

 Important moderator/covariate

Clinicians “No” 
Two different clinical 

entities

As an outcome persistent depressive disorder 
would not be ‘caused’ by the exposure

As a covariate persistent depressive disorder 
could be a moderator

Annotation 
Options

Persistent depressive disorder = depression

Persistent depressive disorder new entity
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• To our knowledge this is the first pharmacoepidemiology study to use 
linked EHR-claims data and extract semi/unstructured data at scale

• Methodology requires considerations related to the high degree of 
heterogeneity in the clinical notes

• Gather and use experts to build the NLP model:

 NLP experts

 Biostatisticians

 Clinicians (subject matter experts)

 Epidemiologists

Summary
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MOSAIC-NLP
Technical Aspects and Lessons Learned

Hasham UI Haq
John Snow Labs

hasham@johnsnowlabs.com 
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Technology Stack & Rationale

Multiple methods of dealing with the problem

- Self/Unsupervised models
- LLMs (ChatGPT/Llama)

- Q&A approach
- Prompt Engineering
- Few-Shot Approach

- DL – supervised approach
- NER models - BiLSTM

- Less / no training required – high generalization
- Easy to setup & use

- May not work as well for specific use-cases.
- Much more costly/difficult to train – if required

- Easy to train and adapt to use-cases.
- Comparable performance on specified use-cases.
- Computationally efficient.

- Training is required – low generalization
- Bigger models may outperform
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Technology Stack & Rationale

- Named Entity Recognition Models
- Transformers based models – latest

Bi-LSTM Transformers
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Factors to Consider While Choosing ML Model Architecure

• How many documents to process?
• What type of hardware resources are available?
• What is a feasible total runtime?

• The end goal is to process Tens of Millions of records.
• Avoid high costs of GPUs

• Expensive to scale compared to CPUs.

• Develop efficient models that are performant in terms of 
memory and CPU utilization, while delivering comparable 
performance.
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First Step: De-Identification of Documents
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De-Identification - Evaluation

- Total Notes: 100 – randomly selected

- Occurrences of sensitive information: 1967
- Name, Address, Date etc..

- Recall (sensitivity) = 93.54%
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NLP Process Overview

Annotators 
annotate data 
based on the 
Annotation 

Guidelines as 
ground truth

Annotators 
resolve 

differences in 
annotation

Annotators 
consults with 
Expert on the 

ambiguous  
terms

Annotated notes 
are exported for 
model training

80% notes to 
train

20% notes to 
test the models 

performance

Fine tune 
models and 

annotation if 
needed

Develop 
Annotation 
Guidelines

Agree on 
- Entities

- Assertion
- Relations 

among 
entities

Annotation, Review, Fix Model Training
Fix annotations 

& model
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Annotation Guidelines

54  Named Entities: Word or series of words that refer to a specific concept

8 Assertions: indicates an attribute of an entity
• Present, Past, Absent, Family_history, someone_else, possible, planned, hypothetical

An Entity desrcibed in the
Annotation Guideline
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Annotations
- Annotation in NLP Lab
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How Much Data to Annotate?
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• Intake Forms
• Incidents – Schools, 

worksplaces
• Vaccination Reports

NLP Training and Evaluation Process

25,000
Documents

Randomly sampled 
1,000 documents

Approximately 70% of the 
data is "irrelevant" -
meaning it does not 

contain entities we are 
looking for.

Trained a 
binary 

classifier.

Train the NER / Assertion 
models. Model#1.

Use the binary classifier to do 
selective sampling of 2,200 

documents.

Train NER / Assertion models. 
Model#2.

Rare Entities are being severely 
under-represented.

Shortness_Breath - 97%
Agressive_Behavior – 55%

Memory_Problem – 10%

Use the NER model to identify 
notes having rare entities. 1000 

documents

Train NER / Assertion 
models. Model#3.

Results on rare entities improved.

Good Model! 

Randomly Sampled 
1000 documents

Improved 
binary Classifier

Train NER / Assertion 
models. Model#4. Robust Model! 
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NLP Training and Evaluation Process

25,000 
intial 

documents

500 
Documents 

to initial 
annotate

Model #1 
with 1000 

documents

Model #2 
with 2,200 
documents

Model #3 
with 2,600 
documents 
(1000 rare)

Model #4 
with 3,700 
documents 
(1000 rare)

New 25,000 
documents

Qualitative 
on 200 

documents
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Quantitative vs Qualitative Evaluation

Quantitative

• Standard 80/20 Training / Test split.

• Evaluate results from models through metrics

• Can evaluate large number of documents

• Requires ground truth

Qualitative

• Evaluate results from model through SME
• Can only evaluate a subset of documents
• Review specific examples
• New batch of data, 200 documents



64Sentinel Initiative |

NER Quantitative Model Results

Date Micro f-1 Macro f-1
NER Label under f-1 

0.80

15-May 0.832 0.559 32

22-Jun 0.912 0.698 21

3-Jul 0.932 0.802 10

24-Jul 0.935 0.828 7
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Examples of NER Label Accuracies
Original taxonomy included stuttering, but we had too few mentions in the notes (8 mentions in 25K notes)
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The Data – A Single Example Says it All
Semi-structured questionnaires in notes 

?

? frequently
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Variation in How Questionnaires Show up in the Notes
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Lessons Learned
• Wide variety between EHR sites
• Structured forms being transferred to unstructured free-text makes NLP more difficult – unless done right!
• Annotation Guideline needs to be adaptive to new examples
• Constant communication between the annotators, the Subject Matter Experts, and the Data Scientist is 

necessary for building a good model

• For safety signals we are looking for rare events, but the fewer mentions of those events make them more 
challenging to capture; we need more notes to train models using those rare events.
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Questions?
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